
Beyond Frontier Molecular Orbital Theory: A Systematic Electron
Transfer Model (ETM) for Polar Bimolecular Organic Reactions
Katharine J. Cahill and Richard P. Johnson*

Department of Chemistry, University of New Hampshire, Durham, New Hampshire 03824, United States

*S Supporting Information

ABSTRACT: Polar bimolecular reactions often begin as charge-
transfer complexes and may proceed with a high degree of electron
transfer character. Frontier molecular orbital (FMO) theory is
predicated in part on this concept. We have developed an electron
transfer model (ETM) in which we systematically transfer one electron
between reactants and then use density functional methods to model
the resultant radical or radical ion intermediates. Sites of higher
reactivity are revealed by a composite spin density map (SDM) of odd
electron character on the electron density surface, assuming that a
new two-electron bond would occur preferentially at these sites. ETM
correctly predicts regio- and stereoselectivity for a broad array of
reactions, including Diels−Alder, dipolar and ketene cycloadditions,
Birch reduction, many types of nucleophilic additions, and electro-
philic addition to aromatic rings and polyenes. Conformational analysis of radical ions is often necessary to predict reaction
stereochemistry. The electronic and geometric changes due to one-electron oxidation or reduction parallel the reaction
coordinate for electrophilic or nucleophilic addition, respectively. The effect is more dramatic for one-electron reduction.

■ INTRODUCTION

The prediction of regio- and stereoselectivity in bimolecular
organic reactions remains a broad challenge for modern
theoretical methods.1−3 Intense efforts under way to design
enantioselective and catalytic reactions rely on fundamental
principles of regio- and diastereoselection.4 Geometric
distortion in transition states is of fundamental importance.5

During the past four decades, frontier molecular orbital (FMO)
theory, originally advanced by Fukui, has played a dominant
role as one of the simplest approaches to this important
problem.6 More recently, hard−soft interactions,7 conceptual
DFT,8 and related theories have been developed and widely
applied to define reactivity and selectivity.3,9 Distortion of
orbitals,10,11 distortion of molecular geometries,12 and tran-
sition state stereoelectronic effects10c,13 have been ascribed
important roles in π face diastereoselectivity. This is an
enormous field of scientific endeavor in need of additional
unifying principles.
We explore here a general method that builds on the

concepts of FMO, charge-transfer, and Marcus theories, is
operationally simple with modern computational methods, and
may provide insight into diverse reaction mechanisms.

■ RESULTS AND DISCUSSION

A Systematic Electron Transfer Model. The conceptual
basis for our approach is illustrated in Figure 1 for the case for
two neutral reactants. In the reaction between a donor (D) and
acceptor (A), initial formation of a charge transfer complex14

can lead to product D-A through a continuum of potential

mechanisms, ranging from polar concerted (horizontal axis) to
single electron transfer (vertical axis). The potential complexity
of this initial charge-transfer interaction has recently been
demonstrated by Rosokha and Kochi.15 Most polar organic
chemical reactions presumably follow a path somewhere in the
broad middle of this continuum, far removed from reactants
and with a significant degree of electron transfer along the
reaction coordinate.
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Figure 1. Continuum of polarized bimolecular reaction mechanisms.
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According to the language of Mulliken charge-transfer
theory,14 the transition state (activated complex) will be
stabilized by partial electron transfer from donor HOMO to
acceptor LUMO. This is commonly described by FMO
methods, which capture polarization of reactants through
examination of preferred HOMO−LUMO interactions,
attempting to pair up the more reactive sites by orbital
coefficients or other indicators and to rationalize reactivity
through HOMO−LUMO energy differences.1 Fukui functions
and related methods extract different descriptors of electro-
philic or nucleophilic sites from the electronic structure of
reactants.9c,16

A stepwise process that proceeds by complete electron
transfer to yield radical ions (Figure 1, vertical axis) lies at the
extreme of this polarization continuum. Many organic reactions
are known or have been conjectured to proceed by initial
electron transfer.17 Marcus theory18 has been widely applied to
understand the rates of electron transfer and their relationship
to reaction energetics.17a An implicit flaw in FMO17e and
related methods is the focus on reactants rather than transition
states or intermediates, with the consequent underestimation of
polarization and neglect of changes in geometry.19 In the
present study, we sought to develop a general computational
model that projects beyond the FMO stage of reaction.
Building on FMO and charge-transfer concepts, we choose to
systematically project along the single electron transfer
coordinate to the stage of radicals or radical ions. Every polar
reaction is thus treated as beginning with single electron
transfer. Our expectation was that the easily calculated
electronic properties of radical ions and radicals would reveal
preferred sites of reactivity, while their optimized geometries
might point toward reaction stereochemistry. We refer to this
simple approach as an electron transfer model (ETM). The
term “model” is included to emphasize that ETM does not
presume a radical ion mechanism but rather posits that
projection along the electron transfer continuum should follow
a reaction coordinate similar to polar covalent reactions. At
worst, ETM will be an exaggeration of the degree of electron
transfer in a polar reaction; at best, it may provide clearer
indicators for selectivity, as well as hints about potential
mechanisms. Of course, ETM is not novel conceptually and
there is already much known about radical ion structure and
chemistry,20 but our systematic approach and straightforward
computational model have not, to our knowledge, been
described. We note that proton-coupled electron transfer
(PCET), in which electron transfer and protonation are
considered simultaneously, has been well explored.21

The similarity between covalent and single electron transfer
reaction coordinates was noted earlier by Pross and co-workers,
who drew a two-dimensional grid similar to Figure 1 and
advanced the concept of “single electron shifts”.22 Pross noted
that the SN2 and similar polar reactions may best be described
as a single electron transfer, rather than the more conventional
two electron “curved arrow” mechanism. Shaik and Pross have
advanced a valence-bond configuration mixing model which
describes changes in charge distribution along a reaction
coordinate.23 Our model explicitly considers the electronic and
geometric consequences of single electron transfer. ETM may
initially seem counterintuitive, but it is really just projection
along a reaction coordinate that maximizes charge transfer and
thus clarifies its effects.
Equations 1−3 summarize the three most common types of

polar bimolecular reactions. In the ETM description of a polar

addition with two neutral reactants, (eq 1) we transfer an
electron in the direction that is more probable based on
reactant electronic structures and then match up the indicated
sites of bonding in the pair of radical ions. For a nucleophilic
addition (eq 2), ETM transfers an electron from the
nucleophile to acceptor, resulting in a radical and a radical
anion. In this case, the main question will be the reactive site
and geometric changes in the acceptor radical anion. For
electrophilic additions (eq 3), the donor radical cation should
hold the most information.

+ → + → ‐•+ •−polar addition D A D A D A (1)

+ → + → ‐− • •− −nucleophilic addition Nu: A Nu A Nu A
(2)

+ → + → ‐+ • •+ +electrophilic addition E D E D E D (3)

The energetics of single electron transfer are most commonly
described by Marcus theory.18 The connection between ETM
and Marcus theory is evident from Figure 2. An ETM

mechanism would proceed by two steps, both described by a
curve crossing. In Figure 2, the covalent reaction curve lies at
lower energy; in an electron transfer mechanism, the ordering
of curves would be reversed. While the choice between ETM or
covalent paths will be a function of structure and reaction
medium, the two mechanisms will often follow very similar
paths. In ETM, projecting along the electron transfer
coordinate to the radical ion stage should thus be a reliable,
if exaggerated, augur of many reaction features.
Some examples of ETM are trivial and require no

computation. Dissociative electron transfer is well-known for
some structure types.17a,24 For example, the ETM description
of nucleophilic aliphatic or aromatic substitution would transfer
an electron from nucleophile to substrate (eq 2), giving a
radical and radical anion; radical anions of (e.g.) alkyl or aryl
halides are commonly dissociative. Although our focus here is
on ground state reactions, electron transfer is well documented
in photochemistry.17m,25

Computational Methodology. Our computational ap-
proach is operationally simple. For a polar bimolecular reaction,
we choose the expected direction of electron transfer and
optimize structures for relevant radicals or radical ions using
DFT methods. In rare cases where directionality is ambiguous,
we calculate the energetic consequences in both directions and
choose the lower energy path. Sites of higher reactivity are

Figure 2. Covalent and electron transfer reaction coordinates.
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revealed by a composite spin density map (SDM) of odd
electron character on the three-dimensional electron density
surface, assuming that a new two-electron bond would occur
preferentially at these sites. In the default color scheme, blue =
highest spin and red = lowest spin. Each structure has a unique
scale; we have not yet explored whether absolute spin densities
are useful predictors of reactivity. Radicals, radical cations, and
radical anions all utilize the same color scheme in the SDM.
Importantly, no orbital pairs need be chosen because ETM
treats the entire molecular structure; the sole initial question is
direction of electron transfer. We note that the spin isosurface
and SDM are not the same. Figure 3 shows these two surfaces

for the cyclohexadienyl radical, part of our treatment of the
Birch reduction mechanism. The spin isovalue surface (at left)
shows no obvious preference for a reactive site. By contrast, the
SDM more subtly reveals the site of highest odd electron
density (blue) on the outer fringe of the electron cloud; this is
where protonation occurs in the related anion.
Optimizations were carried out with Spartan 1026 or

Gaussian 03 or 09,27 using the Truhlar M05-2X functional
and 6-31+G(d) basis set,28 followed by vibrational frequency
analysis. Other DFT methods gave similar results, but we have
not yet carried out a systematic study. Visualizations are from
Spartan 10 with the M05-2X functional and 6-31+G(d) basis
set. In the default Spartan color scheme, reactive sites (high
spin density) appear as bright blue. Conformational analysis can
also be applied where necessary; this is critical for conforma-
tionally flexible reactants.
Variations on this method were explored. Lower level

theories such as semiempirical or UHF/3-21G gave incon-
sistent results, presumably because of wave function spin-

contamination. Alternative visualizations might utilize either the
SOMO or a direct map of the spin surface. In most cases, we
find that the composite spin density map (SDM) described
above provided the clearest result. Although neutral reactant
geometries might be used, we quickly found that consideration
of the geometric changes in radical ions is essential; this should
point along the reaction coordinate in which electron density is
accepted or donated by reactants. Indeed, this emerged as a
general principle.
In the sections below, we show how ETM may be applied to

representative examples of the reaction types in eqs 1−3. Our
intention here is not to be encyclopedic but to demonstrate the
power of this very simple method.

Cycloadditions. As shown by Houk and others, Diels−
Alder regioselectivity is one legendary success of FMO
theory.1a,3,6i,k,29 For a “normal” electron demand Diels−Alder
reaction, which matches an electron-poor dienophile and
electron-rich diene, ETM would pair up the dienophile radical
anion with the diene radical cation. “Inverse” electron demand
Diels−Alder reactions make the opposite pairing. Dipolar [2 +
4] cycloadditions are also well treated by FMO methods.1a,3

Diels−Alder Cycloadditions. Typical regioselectivity for
normal electron demand Diels−Alder reactions is illustrated in
Figure 4. Below each reaction type are shown radical ion pairs
for reactants, with structures optimized and then visualized as a
SDM. Dienes substituted at C1 with an electron donating
group (SDMs 1−3) usually give “ortho” products with
dienophiles (7 and 8), whereas substitution at C2 (SDMs 4−
6) gives “para” cycloadducts. In every case, matching the higher
spin (blue) regions on the SDMs clearly reproduces observed
regioselectivity.
Lewis acid complexation of the dienophile may not change

this picture. As one example, Figure 5 shows the SDM of the
BF3-acrolein complex radical anion in its lowest energy
conformer. Spin density remains more heavily localized on C3.
Figure 6 presents the application of ETM to several [2 + 4]

cycloadditions from the recent literature. In the first example,
reported by Spanevello and co-workers, cyclopentadiene adds
to a carbohydrate-derived nitro alkene to yield a mixture of exo
and endo products.30 Opposite faces of the dienophile radical
anion SDM, 9a and 9b, are shown. Image 9a predicts facial
selectivity syn to both carbon−oxygen bonds, as observed by
experiment. In the second example, as part of a synthesis of
Peribysin-E, Danishefsky and co-workers reacted S-carvone
with 2-trimethylsilyloxybutadiene, using Lewis acid catalysis.31

Figure 3. Spin isovalue surface and spin density map (SDM).

Figure 4. General modes of Diels−Alder regioselectivity.
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The observed regio- and stereoselectivity are rationalized by
matching SDM 10a of the dienophile-catalyst radical anion with
11 from the diene radical cation.
Inverse Electron Demand Diels−Alder Cycloadditions.

As expected, ETM works equally well for inverse electron
demand reactions. Examples are summarized in Figure 7.
Dihydropyrans are commonly prepared by [2 + 4] cyclo-
addition of α,β-unsaturated carbonyl derivatives with alkoxy
alkenes.32 Alignment of SDMs for the S-cis acrolein radical
anion (12) and methoxyethylene radical cation (13) demon-
strates the success of ETM in treating this type of reaction. One
classic example is regioselective reaction of tropone with
styrene to give a bicyclic product.33 In this case, SDM surfaces
for the tropone radical anion (14) and styrene radical cation
(15) correctly match the observed regiochemistry. The third
example is from our own recent report on thermal cyclo-
addition of indene with an o-quinol.34 SDM visualizations for
indene radical cation (16) and the quinol radical anion (17a vs
17b) reproduce the reaction regiochemistry and facial
selectivity syn to the hydroxy substituent.
Dipolar Cycloadditions. Dipolar cycloadditions combine

diverse groups of reactants.35 While these reactions are likely to
have a high degree of polarization, the directionality of electron
transfer varies with structure type.35a For dipolar reactants,
geometric changes in radical anions are found to be quite
substantial. Figure 8 shows some of the examples we have
explored to date. The first example shows a diazoester-enamine
cycloaddition, in which the direction of electron transfer is
unambiguous. Regiochemistry is clearly rationalized by
matching SDMs for the enamine radical cation (18) with
diazoester radical anion (19).36 We note substantial in-plane
bending of 19 in the direction of reaction. The second example
represents a common type of azide−alkyne cycloaddition

chemistry.37 Both directions of electron transfer were
investigated, and the lower energy solution by 10.8 kcal/mol
is shown. Matching SDMs for the azide radical cation (20) and
dipolarophile radical anion (21) reproduces regiochemistry of
the major product.38 In the third example, DeShong and co-
workers used a chiral nitrone in a regio- and stereoselective
cycloaddition with ethyl vinyl ether as the key step in the
synthesis of the amino sugar daunosamine.39 This case required
conformational analysis of the nitrone radical anion, which is
substantially pyramidalized at the nitrone carbon. Matching
SDMs 22 (shown sideways) and 23 reproduces observed
regiochemistry and facial selectivity for addition to the dipole.

Ketene [2 + 2] Cycloadditions. Ketene cycloadditions are
highly polar, with the ketene component typically playing the
role of electron-acceptor.40 One important observation is that
ketene radical anions undergo substantial in-plane bending
(Figure 9) because the ketene LUMO lies in the molecular
plane. In the first example, reported by Brady,41 paired SDMs
for an alkene radical cation (24) and dichloroketene radical
anion (25) correctly assign the major product. In the second
example Correia and co-workers reacted an alkyl-substituted
ketene with an enecarbamate as a key step toward indolizidine-
type structures; spin density surfaces 26 and 27 reproduce the
regiochemistry of this reaction.42 In this case, there are two
modes of ketene bending; the lower energy solution is shown.

Electrophilic Additions. In the ETM description of
electrophilic additions (eq 3), we first transfer an electron
from substrate to electrophile. Computational models for the
substrate radical cation should thus be most informative. Figure
10 illustrates how the preferred site of electrophilic addition is
easily predicted by radical cation SDMs for conjugated and
unconjugated alkenes, alkynes, and polyenes (28−34). As
expected, SDMs for the radical cations of carbonyl species (35
and 36) predict that electrophilic interaction will occur at the
carbonyl oxygen in the plane of the C−O π bond. More subtle
facial selectivity of electrophilic addition is observed in bicyclic
alkenes. In the first example shown, the exocyclic π bond twists
slightly and bends toward the ring π bond; this leads to greater
spin density on the exo face (SDM 37a vs 37b), consistent with
observed stereochemistry.43 For the well-studied case of
norbornene, which is slightly pyramidalized in the neutral
structure,44 the radical cation is flatter (SDMs 38a and 38b)
and computational reproduction of an exo preference is due to
hyperconjugation of the SOMO with C1−C6 and C4−C5 σ
bonds.

Figure 5. Radical anion of the BF3-acrolein complex.

Figure 6. Recent examples of Diels−Alder regioselectivity.
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Figure 7. ETM results for inverse electron demand Diels−Alder reactions.

Figure 8. ETM results for dipolar cycloadditions.

Figure 9. ETM results for ketene cycloadditions.
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Figure 10. ETM results for electrophilic additions to alkenes, alkynes, polyenes, and carbonyl compounds.

Figure 11. ETM results for electrophilic aromatic substitution.

Figure 12. ETM description of the Birch reduction.
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The possibility of an electron transfer mechanism for some
electrophilic aromatic substitutions (EAS) has been discussed
previously by Kochi.17c,45 ETM predictions for polycyclic
aromatics (SDMs 39−45, Figure 11) are unambiguous and
consistent with experiment. Substituted aromatics provide
some unanticipated results. With toluene (46), o-xylene (47),
or anisole (48), para and ipso addition are predicted by spin
densities in the radical cations. This may seem inconsistent with
experiment; in fact, the ipso addition of electrophiles is well
documented.46 Our results support the secondary rearrange-
ment of initial ipso sigma complexes as a source of ortho
products. Chlorobenzene (SDM 49) follows this trend. Not
surprisingly, electron-poor aromatics fail to give predictions
consistent with experiment. The radical cation of nitrobenzene
(50) shows greatest spin density at sites ortho and para to the
substituent while benzaldehyde radical cation (51) incorrectly
predicts ortho + meta products.
Regioselectivity in the Birch reduction47 presents a difficult

challenge to theory, as discussed in a recent review by
Zimmerman.48 The first protonation step cannot be addressed
by ETM since this requires modeling a neutral reactant that has
no odd spin density. Product regiochemistry derives from the
second step, protonation of a pentadienyl anion. Zimmerman
correlated the site of protonation with anion electron
densities.48,49 In ETM, this would be modeled by SDMs for
the neutral radicals, which are shown here. The SDM for
cyclohexadienyl radical (52, Figure 12) reproduces observed
protonation at the central carbon to afford 1,4-cyclohexadiene.
It is interesting that ETM predicts little selectivity in
electrophilic additions to acyclic pentadienyl anion (SDM
53); this also is consistent with experiment.50 With methoxy or
acyl substitution (SDMs 54−57), ETM reproduces the product
regiochemistry, regardless of the site of initial radical anion
protonation. The final example is from a recent synthesis by
Williams and co-workers in which the key step is electrophilic
alkylation of a dianion. In this case, spin density on the
associated radical anion 58 (dianion minus one electron)
reproduces the observed site of alkylation.51

Nucleophilic Additions. In the ETM description for
nucleophilic addition (eq 2), an electron is first transferred
from nucleophile to substrate, followed by bonding between
the radical and radical anion. Since there is little mystery about
odd electron character in most radicals, we focus here on
finding the optimal geometry for the substrate radical anion and
visualizing the SDM. This may have a single solution or require
more complex conformational analysis for many reactions of
synthetic interest.
SDMs for radical anions of some common nucleophilic

substrates (59−64) are assembled in Figure 13. Radical anions
of simple nitriles,52 alkynes,53 carbonyl derivatives,54 and
imines54a all have been predicted earlier to undergo substantial
bending or pyramidalization; these geometric changes portend
the product geometry and thus reveal the site of nucleophilic
addition.
Garg and Houk have investigated nucleophilic additions to

indolynes and related benzyne analogs.55 Regioselectivity is
predicted from the optimized aryne geometry. The more linear
and strained aryne terminus is found to be more reactive.
Figure 14 shows the application of ETM to several indolynes.
The observed percent reactivity of each site for nucleophilic
addition of aniline correlates well with spin density in the
radical anions 65−67. As with the neutral structures, the more
reactive sites in radical anions have larger bond angles.

Numerous arguments have been made for the origins of
stereoselectivity in nucleophilic additions to cyclic ketone-
s.1a,10c,11,13b,c,56 Applying our ETM approach, we find that
multiple minima usually exist for carbonyl radical anions; the
lowest energy structure predicts addition stereochemistry. Two
examples are shown in Figure 15. For cyclohexanone radical
anion, two chair conformers exist, as well as a twist-boat
conformer at higher energy. The SDM for the lowest energy
conformer (68) reproduces the known preference for axial
addition. With norbornanone, the lower energy conformer
(SDM 70) reproduces exo nucleophilic attack since pyramid-
alization bends the oxygen toward the endo face. Conforma-
tional analysis also succeeds for acyclic substrates. 2-Phenyl-
propanal is commonly cited as an example for diastereoselective
addition. A full search of the radical anion conformational space
reveals the lowest energy conformer to be represented as 72.
This leads to the observed stereochemistry and is most
consistent with the Felkin−Ahn analysis of transition state
structures.13b,57

Nucleophilic addition or one-electron reduction both add
electron density, and the structure responds in each case by
distorting in the same direction. The origin of these
conformational preferences must lie in hyperconjugation58

with proximate C−C or C−H bonds. The dominant interaction
appears to be delocalization of the singly occupied MO
(SOMO), which favors hyperconjugation with C−H bonds.
Acyclic example 72 is more complex since the SOMO shows

Figure 13. ETM results for simple nucleophilic additions.

Figure 14. Nucleophilic addition to indolynes.
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delocalization into the phenyl group. More detailed analysis of
these effects will be reported at a later time.
The radical anion of acrolein is flat (SDM 7). Radical anions

of cyclohexenones exist in a half-chair conformation similar to
the neutral structure and show negligible pyramidalization at
C3. The π face that is syn to the out-of-plane C5 methylene is
predicted to be more receptive to nucleophiles. With a methyl
group at C5 in a pseudoequatorial conformation, trans-addition
is predicted by SDM 73a (Figure 16), consistent with results
reported by Allinger.59 The second example of a more complex
tricyclic enone shows slightly greater pyramidalization, with
SDM 74a in agreement with known addition to the exo face.60

A Structure-Reaction Coordinate Principle for Elec-
tron Transfer. According to the structure-correlation
principle, nascent structural changes along a chemical reaction
coordinate are revealed in the reactant geometry as subtle
deviations of bond distances and angles from normal values.12

This is most commonly studied by X-ray crystal structures or
computation. ETM is less subtle because it overshoots the likely
transition state but provides information about geometric
changes along a reaction coordinate.
A similar general principle emerges from our ETM analysis:

One-electron oxidation or reduction often engenders electronic
and geometric changes that parallel the reaction coordinate for
electrophilic or nucleophilic addition, respectively. The effect is
more dramatic for one-electron reduction. For example,
carbonyl radical anions pyramidalize, with ligands moving in
the direction opposite to nucleophilic addition. This observa-
tion may help to explain the origins of the well-known Bürgi−
Dunitz trajectory for nucleophilic addition to carbonyl
groups.61 Ketene, alkyne, and nitrile radical anions bend,
again in a direction indicative of cycloaddition or nucleophilic

addition. Geometric changes in radical cations are more subtle
but can still be informative.

■ CONCLUSIONS
It has long been recognized that many bimolecular reactions
begin as charge-transfer complexes and proceed with a high
degree of electron transfer. FMO theory is predicated on this
concept but underestimates the degree of electron transfer and
provides no information about impending changes in reactant
geometries.6 As noted 25 years ago by Pross,22 single-electron
shift processes provide an excellent description of nucleophilic
and electrophilic additions. We have explored the consequences
of systematically transferring one electron, using DFT
computations to optimize structures of the radical or radical
ion intermediates and matching spin density maps (SDMs) to
predict reactive sites. We find that this electron transfer model
(ETM) reproduces observed regio- and stereochemistry for a
broad array of reactions, including Diels−Alder, dipolar and
ketene cycloadditions, Birch reduction, many types of
nucleophilic additions, and electrophilic addition to aromatic
rings and polyenes. This conceptually simple but powerful
method almost certainly works because the electronic and
geometric changes due to one electron oxidation or reduction
clarify the effects of polarization and may parallel the reaction
coordinate for electrophilic or nucleophilic addition, respec-
tively. The broad success of ETM suggests that many polar
reactions may follow a mechanism closer to inner-shell single
electron transfer than is generally believed.
We have applied a systematic electron transfer model (ETM)

to many common organic reactions but the general principles
described here should be equally applicable to inorganic or
biological structures. We are continuing to explore the
applications and limitations of this method.
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Figure 15. ETM results for diastereoselective nucleophilic additions to
ketones.

Figure 16. ETM results for nucleophilic additions to conjugated
systems.
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